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Introduction

The immediate goal of most tandem mass spectrometry
experiments is to identify proteins in a complex biological
sample. A perfect experiment would produce a list of all and
only the proteins that exist in the sample. In practice, of course,
real experiments are imperfect and yield lists that contain
proteins that were not actually in the samplesfalse positivess
and leave out proteins that were in the samplesfalse negatives.
Therefore, in interpreting the experimental results and par-
ticularly in the context of designing follow-up experiments, a
biologist benefits from the availability of statistical scores with
well-defined semantics.

The accompanying articles1–3 describe several methods for
associating statistical scores with the results of tandem mass
spectrometry experiments. For logistical reasons, the current
discussion focuses on peptide-level identifications, rather than
protein-level identifications, but similar methods and models
can be applied to compute protein-level statistical scores.

Here, we explain why statistical scoring is valuable and
attempt to clarify the relationship among a variety of technical
terms that have been borrowed from the statistical literature.
The take-home message is that two forms of scores, the q-value
and the posterior error probability (PEP), are valuable and
complementary. Therefore, an ideal software package for mass
spectrometry analysis should produce both of these scores.
Which score the biologist focuses on will depend upon the type
of follow-up experiments that are being planned or the type
of conclusions being drawn from the results.

False Discovery Rates and q-Values

Our accompanying article3 does not describe new statistical
methods; rather, we describe how well-established methods
from the statistical literature can be applied to peptide iden-

tification from tandem mass spectra. In particular, we show
how searching a set of spectra against a decoy protein database,
containing reversed, shuffed, or Markov chain-generated amino
acid sequences, enables us to associate a particular score, called
a q-value, with every peptide-spectrum match (PSM). Rather
than recapitulate how q-values are computed, we focus here
on how to interpret these q-values. Say that a given spectrum
s matches a particular peptide EAMRQPK with a q-value of 0.01.
What does this tell us?

To understand q-values, we must first understand the notion
of the false-discovery rate (FDR). Say that the goal of our mass
spectrometry experiment is to match every observed spectrum
to a peptide in the given database, and then separate the list
of PSMs into correct and incorrect matches. If we set an FDR
threshold of 1%, this means that we are willing to accept a list
of PSMs in which 99% of the matches are correct and 1% are
not. Clearly, if we increase the FDR threshold to, say, 10%, then
we will end up with a much longer list of PSMs. But the tradeoff
is that a larger percentage of the PSMs in the list will be
incorrect.

Given this definition of FDR, a q-value of 0.01 for peptide
EAMRQPK matching spectrum s means that, if we try all
possible FDR thresholds, then 1% is the minimal FDR threshold
at which the PSM of EAMRQPK to s will appear in the output
list.

Although the q-value is associated with a single PSM, it is
important to recognize that the q-value depends upon the data
set in which the PSM occurs. Say that we search a collection
of spectra against the entire nonredundant protein database.
We rank the resulting PSMs by score, and we observe (EAM-
RPK,s) at position 100. If an oracle tells us that (EAMRPK,s) is
a correct mapping, but that 10 of the PSMs ranked above
(EAMRPK,s) are incorrect, then the true q-value associated with
(EAMRPK,s) is 0.1.

Now consider an alternative situation. Rather than search
the full nonredundant protein database, say that we instead
search the tryptic database and that, in the process, we remove
20 of the 99 PSMs that rank above (EAMRPK,s). Among these
are 6 incorrect PSMs. In this second scenario, (EAMRPK,s) now
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falls at position 80 in the ranked list, and its q-value is 4/80 )
0.05. Note that the spectrum has not changed, nor has its score,
but the associated q-value has changed from 0.1 to 0.05. A
similar effect could be observed by switching from the non-
redundant protein database to an organism-specific database,
or by applying a quality filter to the spectra themselves.

Posterior Error Probability

Rather than focusing on computing q-values, the other two
accompanying articles describe methods for computing pos-
terior error probabilities. The PEP is, quite simply, the prob-
ability that the observed PSM is incorrect. Thus, if the PEP
associated with (EAMRPK,s) is 5%, this means that there is a
95% chance that the peptide EAMRPK was in the mass
spectrometer when spectrum s was generated.

The PEP can be thought of as a local version of the FDR
(indeed, Efron et al.4 have used the term “local FDR” to refer
to the PEP). Whereas the FDR measures the error rate associ-
ated with a collection of PSMs, the PEP measures the prob-
ability of error for a single PSM. Equivalently, the PEP measures
the error rate for PSMs with a given score x. In practice, a given
data set will contain only a single PSM with a particular score,
so the PEP must be estimated using a model.

The relationship between PEP and FDR can be understood
visually from Figure 1. The FDR is the ratio of B (the number
of incorrect PSMs with score >x) to (A + B) (the total number
of PSMs with score >x). Note that A and B are areas of the
distribution. The PEP, on the other hand, is a ratio of the
corresponding heights of the distribution: the number b of
incorrect PSMs with score ) x divided by the total number (a
+ b) of PSMs with score ) x. As pointed out by Choi et al.,2

the FDR can be computed from the PEPs, because the expected
number of incorrect PSMs in a given set is equal to the sum of
the PEPs.

A common statistical or machine learning approach to
estimating posterior probabilities is to learn the parameters of
a probability model from a set of labeled training data, and to
use the learned parameters to predict PEPs for all future test
data. With this approach, the PEP associated with a PSM with
score x will always be the same, regardless of the data set in
which the PSM occurs.

One of the appealing features of PeptideProphet is its ability
to adjust the PEP estimates on the basis of the current data

set. This was true of the original version of PeptideProphet,5

and the accompanying articles describe several improvements
to this component of PeptideProphet.1,2

Which Score Is Better?

Say that you have just finished running a mass spectrometry
experiment, and you have used a database search program to
match each spectrum to a peptide. You now need to choose a
piece of software to assign statistical scores to each of these
PSMs. Assume that you have two choices: one program that
computes accurate q-values and one program that computes
accurate PEPs. Which program should you choose?

The answer depends upon what you plan to do with your
results. PEPs and q-values are complementary, and are useful
in different situations. The q-value estimates the rate of
misclassification among a set of PSMs. If you are interested in
determining which proteins are expressed in a certain cell type
under a certain set of conditions, or if your follow-up analysis
will involve looking at groups of PSMs, for example, considering
all proteins in a known pathway, evaluating enrichment with
respect to Gene Ontology categories, or performing experi-
mental validation on a group of proteins, then the q-value is
an appropriate measure.

If the goal of your experiment instead is to determine the
presence of a specific peptide or protein, then the PEP is more
relevant. For example, imagine that you are interested in
determining whether a certain protein is expressed in a certain
cell type under a certain set of conditions. In this scenario you
should examine the PEPs of your detected PSMs. Likewise,
imagine that you have identified a large set of PSMs using a
q-value threshold, and among them, you identify a single PSM
that is intriguing. Before deciding to dedicate significant
resources to investigating a single result, you should examine
the PEP associated with that PSM. This is because, although
the q-value associated with that PSM may be 0.01, the PEP is
always greater than or equal to 0.01. In practice, the PEP values
for PSMs near the q ) 0.01 threshold are likely to be much
larger than 1%.

Figure 2 shows the relationship between PEP and q-value
for a real data set, a collection of 34 492 2+ fragmentation
spectra derived from a yeast whole-cell lysate. Setting a PEP
threshold of 1% yields 1029 PSMs, but the estimated FDR of
this set of PSMs is only 0.3%. Alternatively, setting a threshold
of q ) 0.01 yields 1978 PSMs. Thus, for this data set, switching
from PEP to q-values yields 92% more identifications.

It can be shown8 that thresholding FDR or PEP are actually
two equivalent ways of implicitly balancing the tradeoff be-
tween false positives and false negatives. This tradeoff also
depends upon the prior probabilities of being in one class or
the other, how different the distributions are between the null
and alternative hypotheses, and so forth. From this perspective,
it should be clear why both PEP and FDR are important. While
a PEP cutoff allows one to easily determine the tradeoff
between false positives and false negatives (see Storey8 for the
specific formula to do this), the FDR allows one to quantify
the overall quality of the discrimination procedure, particularly
focusing on those PSMs that we call significant.

Pathological scenarios can be constructed where it appears
that it is necessary to employ a PEP measure. One simple
example is the case where 100 PSMs are called significant. At
the same time, PEP ) 0 for the 99 most significant PSMs and
PEP ) 1 for the 100th most significant PSM. Calling all 100
PSMs significant leads to FDR ) 1%, which is perfectly

Figure 1. Two complementary methods for assessing statistical
signiffcance.
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reasonable. However, if we had also employed PEP, we would
know that the 100th most significant PSM should not be called
significant.

Although compelling, when one considers how the re-
searcher utilizes FDR and q-values, this counter-example falls
apart. A standard technique is to plot the number of expected
false positives versus the number of PSMs called significant.
This simultaneous use of q-values (i.e., considering all possible
FDR levels without having to decide on one beforehand) has
been statistically justified.9 Clearly, in the above case, we would
see that zero false positives are expected when calling the top
99 PSMs significant and one false positive is expected when
calling the top 100 PSMs significant. From this, it is easily
deduced that the 100th most significant PSM is most likely a
false positive.

Alternative scenarios can also be constructed where it does
not suffice to only employ the PEP measure. For example,
suppose that a PEP threshold of 5% is employed. If all PEP
values meeting this threshold are equal to 5%, then it can be
shown that the FDR of the set of significant PSMs is also exactly
5%. However, if a range of PEP values exist, all the way from
0% to 5%, then the FDR will actually be much smaller than
5%. Thus, as pointed out by Choi et al.,2 setting a threshold on
the PEP also bounds the false-discovery rate. However, setting
the threshold in this way is extremely conservative: selecting
PSMs such that the PEP is less than 5% will generally produce
a much smaller list of PSMs than setting a q-value threshold
of 0.05. If the goal is to understand properties of a set of PSMs,
then the q-value is the correct metric to use.

In general, it takes much additional work to verify all of the
conditions required to calculate a PEP, and it is arguable that
the necessary assumptions may never be true.10 The amazing
property of FDR is that it can easily be calculated in a
nonparametric fashion based on standard p-values without ever
having to invoke the more sophisticated Bayesian classification
theory approach.11

Shotgun proteomics with data-dependent acquisition is a
high-throughput technology. The volume of data produced in
such an experiment is arguably more amenable to analysis of
groups of results, rather than single measurements. For ex-
ample, a common goal is to obtain sets of significant PSMs
that show a biological signal of interest. In this context, it is
important to obtain high-quality sets of PSMs; the FDR simply
gives the level of noise in any set. As such, we believe that FDR-
based metrics such as the q-value are likely to be the most
widely applicable significance scores for this type of data.

What about p-Values and E-Values?

The q-value is a relatively new significance measure. More
familiar to many people is the p-value, and some readers may
be wondering how the two concepts are related. It is possible,
given a set of decoy PSM scores, to compute a p-value for each
target PSM, and we describe a procedure for doing this in the
accompanying article. However, the p-value is not corrected
for multiple tests. Intuitively, if we search a very large collection
of spectra against a given sequence database, we should expect
some of the resulting p-values to be small, simply by chance.
If we do not perform multiple testing correction, then our
significance scores will be anticonservative, meaning that we
will erroneously assign statistical significance to some examples
that are not actually significant.

The simplest form of multiple testing correction is the
Bonferroni correction. This correction says that, if you are
aiming for a significance threshold of 0.05 but you repeat your
test 1000 times, then you should adjust your threshold to 0.05/
1000 ) 0.00005. In a typical peptide identification experiment,
the effective number of tests is very large. If we can compute
the distribution of our PSM score, then we can compute the
p-value associated with a single PSM. However, we have to
correct for the number of candidate peptides that the spectrum
was compared to, that is, the total number of database peptides
whose mass is within a specified range around the inferred
precursor mass of the spectrum. Furthermore, if we are
searching a large collection of spectra against the same
database, then we also have to correct for the total number of
spectra in our data set. A Bonferroni correction that takes into
account both of these factors, number of candidate peptides
and number of spectra, will be extremely conservative, and we
will end up identifying very few peptides.

The E-value is an alternative method for multiple testing
correction. E-values are computed by X!Tandem,12 OMSSA,13

and Mascot.14 In these programs, the E-value calculation is
essentially the converse of the Bonferroni correction. Rather
than dividing the target significance threshold by the number
of tests performed, the E-value is the product of the p-value
and the number of tests. The E-value can be interpreted as the
expected number of times that you would expect to observe a
PSM with a score x by chance. If the significance threshold is
kept the same, then using E-values is exactly equivalent to the
Bonferroni correction. Note, however, that the E-values re-
ported by X!Tandem, OMSSA, and Mascot only correct for the
number of candidate peptides, not the number of spectra in
the data set. In the context of a large collection of mass spectra;
therefore, these E-values are anticonservative.

Conclusion

Figure 3 summarizes the relationship among various meth-
ods for assigning significance to a collection of PSMs. Using

Figure 2. Relationship between q-value and posterior error
probability. The figure plots the estimated q-value (green curve)
and the estimated posterior error probability (blue curve) as a
function of the score threshold. A set of 34 492 2+ fragmentation
spectra were searched using Sequest6 against a database of yeast
predicted open reading frames and separately against a shuffed
version of the same database. The q-values were estimated using
standard methods.3 Inspired by Storey et al.,7 PEPs were esti-
mated by fitting a piecewise linear curve to a histogram of logit-
transformed empirical error rates.
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unadjusted p-values is invalid. The other three methods,
thresholding by q-value, PEP, or using a Bonferroni correction,
are increasingly conservative. If the goal is to identify as many
peptides/proteins as possible in a statistically valid fashion,
then the q-value is the metric of choice. However, the q-value
is, fundamentally, a measure of error rate within a collection
of PSMs. It is therefore complementary to the PEP, which
measures the probability of error for a single PSM. Depending
upon whether you are looking at groups of PSMs or individual
PSMs, you should choose the appropriate significance score.

Rejoinder. Several of the accompanying commentaries
distinguish between searching a concatenated target-decoy
database versus searching the two databases separately.15,16

This distinction is somewhat misleading. As pointed out by
Fitzgibbon et al., after performing separate searches, it is trivial
to perfom the target-decoy competition a posteriori. Con-
versely, if we use database search software that allows reporting
all PSMs, rather than just a few top PSMs, then the top-scoring
target and decoy scores could be extracted from the output of
a concatenated search.

The important distinction, in this context, is not how the
search is conducted, but how the statistical significance is
computed from the resulting PSM scores. We use as a model
of the null distribution the complete set of decoy PSM scores.
In contrast, the protocol of Elias and Gygi17 uses the distribu-
tion of decoy PSM scores that win the target-decoy competition
as a null model for the target PSM scores that win the target-
decoy competition. While the target-decoy competition has a
number of promising attributes that are beyond the scope of
this rejoinder, we have concerns that these data may not
accurately reflect the significance of a database search result.
In the target-decoy competition protocol, the null distribution
is computed with respect to a set of spectra that is completely
disjoint from the spectra in the target distribution. It is not clear
to us whether this is an accurate null model.

Fitzgibbon et al.15 describe the possibility of using a decoy
database that is smaller or larger than the target database. An
alternative strategy is to compute decoy PSMs for only a subset
of the spectra. In this case, the relative number of decoy PSMs
would be included as a multiplicative factor in the FDR
calculation. Fitzgibbon et al. then argue convincingly that a
smaller decoy database should be used when doing so would
yield suffciently accurate FDR estimates. The converse is also
true. In particular, if a researcher is interested in identifying a
set of identifications with an extremely low FDR, then a very
large collection of decoy PSMs could be constructed by
searching each spectrum against multiple decoy databases. The
choice of the number of decoy PSMs comes down to a tradeoff
between desired accuracy of the significance estimates versus
computational expense. Note that standard methods do exist
for estimating the error on FDR estimates,18 allowing the
researcher to make this choice in a principled fashion.

Choi and Nesvizhskii16 argue that the distinction between
FDR and q-values may not be crucial. The q-value serves the
same purpose for FDR as the p-value does for the false-positive

rate (or type I error rate). To put this into a historical context,
in the early days of hypothesis testing, Neyman and Pearson
suggested that all hypothesis testing be done with a predeter-
mined false-positive rate and the only result one should report
is whether the test is significant or not. However, R. A. Fisher
argued that a p-value is more informative and that the p-value
should be reported instead. In looking at the scientific litera-
ture, it is clear that the reporting of p-values has won this
argument. Indeed, the p-value is the simplest implementation
of monitoring the false-positive rate in a data-adaptive manner.
The q-value serves this exact same purpose for FDR; it also
allows the researcher to evaluate a list of significant tests in an
unbiased manner. We therefore believe that it is relevant for a
researcher to understand the distinction between FDR and
q-values, in the same manner that we currently make a
distinction between false-positive rate and p-values.

Finally, we agree wholeheartedly with Choi and Nesvizhskii
that, ultimately, mass spectrometrists should be interested in
computing statistical significance at the level of protein iden-
tifications, rather than at the level of individual spectra. The
methods that we describe can be applied at the protein level,
modulo the considerations mentioned by Choi and Nesvizhskii.
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